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 Introduction to the project

This project is designed to promote media literacy among people over the age of
60. It aims to provide accessible, engaging, and practical resources that empower
older adults to navigate the digital information landscape critically and confidently.

The program includes different didactic materials such as videos, presentations,
participative and reflective activities, printable resources, and even a videogame
tailored to this audience.

By addressing real-world challenges such as disinformation, online fraud, AI, and
conspiracy theories, the project seeks to strengthen critical thinking, foster
digital inclusion, and encourage lifelong learning.
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 Duration

90 -120 minutes per session

*Include short breaks every 30
minutes

Recommendations

Group Size

Ideal: 8–15 participants
*Maximum: 25 (it woud be less

participative)

Projector and screen 
for the presentation

Printed infographics 
or handouts

Whiteboard or flip chart 
for interactive explanations

Materials
Comfortable seating in a semi-
circle or U-shape to encourage
interaction
Provide water and a short rest
area
Allow extra time for questions
and hands-on practice
Accessible space (no stairs,
clear walking paths)
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Description of the Target Audience and
Guidelines for Avoiding Ageism

The main audience of Level-UP is people over the age of 60, especially those
who participate in community activities, senior centres, associations or training
programmes. These are people who are eager to learn, share and stay connected
with their environment through social media and technology. 

It is also aimed at professionals and volunteers who work directly with older
people in social, educational or health settings. Their experience and proximity
make them key agents for applying the project's content and promoting critical
thinking in their areas of intervention.

Organisations for older people and entities that promote citizen participation,
active ageing and the defence of older people's rights.

Promote a positive and diverse image of older people, highlighting
their experience, resilience and critical thinking skills.

Use clear, inclusive and respectful language that promotes the
autonomy and dignity of older people.

Encourage their active participation in activities, without forcing them
and respecting that each person participates differently.

Conduct a preliminary needs assessment to ensure that you have the
materials adapted to the needs of each group.

Be aware of your ageist thoughts (e.g. that older people cannot use
technology) or feelings (tenderness or pity towards older people) so
that you can avoid them when working with older people.

Do not use affectionate expressions without the prior consent of the
participants.

Do not refer to older people as “grandparents”, “elderly”, “pensioners”
or “retirees”.

Avoid using diminutives.

Change the tone and pace of your voice when addressing older people
unnecessarily.

Expressions with possessive pronouns such as “our elders”.

Avoid being patronising when working with older people.
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Description of Didactic Materials

The following educational materials are designed to support engaging and
interactive workshops. All materials are largely self-explanatory; however, it is
strongly recommended that trainers review this guide carefully to deepen their
understanding of each topic and familiarise themselves with the materials before
use.

All resources can be adapted in terms of sequence and emphasis according to what
works best for each group. 

The suggested sequence is not necessarily the optimal one, and materials can be
used individually or in combination to suit the time available. 

Likewise, there is no fixed order for covering the thematic modules—they can be
delivered consecutively or independently, according to the needs of the participants.

Each thematic module includes the following
elements:

A central projected presentation containing
descriptions, explanations, and examples. 

This is our main support during the session,
designed to make learning engaging.

Presentations follow a narrative flow from
beginning to end and are supported by examples

and images that illustrate the lessons. 
While largely self-explanatory, the presentation

requires active facilitation and dynamisation
by the trainer to ensure participants remain
engaged, to guide discussion, and to adapt

explanations to the group’s needs.

Presentation

Each module includes a short summary video
of the topic covered. 

This can be used as an introduction or as a
conclusion. It is also a useful resource to send to
participants as a lesson summary and for easy
reference afterward.

Video

5



Level Up: Media Education for Older Adults

Each thematic module includes the following
elements:

A separate exercise designed to promote
reflection. Depending on the time available, we
can conduct it before or after the presentation. 

This activity encourages discussion, sharing of
personal experiences, and active listening
among participants. It also requires the trainer’s
active facilitation to guide reflection, encourage
participation, and support the consolidation of
knowledge.

Activity

Each module features a thematic infographic
highlighting key points of the content. We
recommend using this as a printed resource for
participants to take away. 

It also helps reduce note-taking during the session,
allowing participants to focus on the discussion
while having a clear summary of the key
concepts.

Infographic

Video Game

A video game that recreates real-life situations of consuming and sharing
information through mobile phones has been created as a complement to the
module content. Using a gamified approach, it reinforces the impact of the modules
among older adults. The video game is adapted and accessible for this audience.
Moderators can use it at the end of each module to help participants practise the
knowledge they have acquired in a dynamic and practical way.
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 Overview of the Five Learning Modules

“General Disinformation”1.

2.

3.

This first module helps older adults understand how mis/disinformation spreads and
how to recognise biased or manipulated content in the information they see online or
through social media. It is designed for trainers to use with clear, simple language
and practical examples that relate to everyday situations. 

Through guided discussions and real-life cases, participants learn to identify
common signs of misleading content and practise basic fact-checking strategies
using trustworthy sources. By the end of the module, older adults will have greater
confidence in assessing information critically, making informed decisions, and using
digital tools safely and responsibly.

“Science, climate change and health”

This module helps older adults identify false or misleading claims in scientific,
medical, and environmental news, with particular attention to health-related hoaxes
that often target this age group. It provides clear, accessible materials and practical
examples showing how mis/disinformation can appear credible while distorting
facts. The module also strengthens trust in the scientific method and reliable
sources of evidence, helping participants avoid unnecessary distrust that could lead
to health risks or misleading advice. 

Through guided discussion exercises, they learn to question information critically,
assess source credibility, and recognise which sources are most appropriate -
especially in matters related to health, climate, or science. By the end of the module,
older adults will feel more confident in distinguishing evidence-based information
from manipulation and in making informed, safe decisions.

“Scams and online security“

This module helps older adults learn how to detect and avoid common online scams,
phishing attempts, and fraudulent offers that often target vulnerable populations. It
provides clear guidance and practical examples to explain how these scams operate
and why older adults are frequently targeted.
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Participants will explore real-life cases to recognise warning signs such as
suspicious links, urgent messages, or requests for personal information. The module
also focuses on building confidence in using digital tools safely, encouraging older
adults to adopt simple habits that protect their privacy and financial security. By the
end of the module, participants will be able to identify potential scams, respond
appropriately to suspicious communications, and navigate the online environment
with greater confidence and awareness.

“Conspiracy Theories”4.

This module helps older adults examine why conspiracy theories spread, how to
recognise them, and how to respond with empathy and critical thinking rather than
confrontation. It provides clear guidance and relatable examples that highlight how
easily anyone can be drawn into persuasive or emotionally charged narratives. The
module will encourage participants to explore parallels between conspiracy beliefs
and everyday assumptions that people of all ages might share, fostering
understanding instead of judgement. 

Through guided reflection and discussion, older adults strengthen their critical
thinking skills, analyse motivations behind information and recognise emotional
triggers that can cloud judgment. By developing awareness of how
mis/disinformation personally affects their perceptions and decisions, participants
become more resilient, thoughtful, and empathetic digital citizens.

5. “AI: Artificial Intelligence”

This module provides older adults with an accessible and straightforward
introduction to artificial intelligence (AI), helping them understand both how it works
and the ways it is integrated into everyday life. It is designed to engage participants
actively in the conversation, empowering them with knowledge and encouraging a
balanced perspective—avoiding both fear and uncritical technoptimism. The module
also explores the opportunities and risks of AI; the materials include exercises with
examples to reflect on and practise recognising AI-generated images. Through these
activities, older adults learn to approach AI with a critical and cautious mindset, while
also becoming familiar with its presence as an ongoing part of daily life.
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Nowadays, mobile phones are part of daily life: we use them to communicate, stay
entertained, get information, and even manage appointments or bank tasks. For
older adults, this change has brought big transformations. Family conversations now
happen in group chats, and many services — like healthcare or banking — have
moved online, requiring the use of the internet. At the same time, the digital gap in
learning how to use these technologies can create feelings of insecurity,
mistrust, or dependence on others.

When it comes to getting information, mobile devices have also changed the way we
receive it. Throughout the day, people receive a constant flow of messages,
forwarded photos, and links that look like news through messaging apps. This makes
it easier for false or confusing messages to spread quickly and harder to tell what’s
real from what isn’t. Trainers should make it clear that these difficulties are not the
participants’ fault, but rather a result of how digital platforms work — they often mix
very different types of content, such as real information, advertising, and
entertainment, making it difficult to separate one from another.
This situation brings certain risks: being exposed to alarming messages that play on
emotions, receiving false health advice or fake urgent alerts, or even falling for
scams. But it also offers an opportunity — to learn new ways to take care of
ourselves and others in the digital world. Trainers should help participants recognise
these patterns, strengthen their confidence, and remind them that everyone,
no matter their age, can be affected by misleading content. By analysing
common examples, participants will learn how to recognise and distinguish between
different types of messages and move more calmly and safely in online spaces
that also belong to them.

The materials in Module 1 focus on understanding and recognising false or
confusing content in everyday life. Through historical stories — such as the fire of
Rome wrongly blamed on Nero — and examples of common misleading formats (like
fake news headlines, emergency messages, satire, edited quotes, or hidden
advertising), participants are encouraged to think about how and why these
messages spread. Each category includes real examples, and trainers are
encouraged to invite participants to share similar messages they may have seen or
received. Using their own experiences helps reinforce learning and identify the main
signs that can help detect false or misleading content in the future.

Content information

MODULE #1 “General Disinformation”

Level Up: Media Education for Older Adults

Implementation Strategies and
Methodological Recommendations
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To close the session, the course reinforces some practical tips for responsible digital
behaviour: taking time before sharing any content, being cautious with messages
that try to cause fear or anger, avoiding forwarding messages without checking if
they’re true, and understanding that what we share online can have real-world
consequences. It’s also important to remember that everyone can be vulnerable and
to learn about easy ways to verify information when in doubt.

Through this session, participants gain simple and practical tools to think critically,
act responsibly, and strengthen their confidence and safety in the digital world.

Activating questions 

What do y‌ou use your mobile phone for during the day?‌
Have you ever received an alarming message that made you worried or
upset? Did you forward it to someone?‌
Did you ever find out whether the message was true or false? How did
you discover it?‌
When you receive a message like that, what things in the message make
you think it might be true?‌
Do you still rely on Chain Emails as a source of information, or do you
tend to ignore them now?‌

Reflective questions

Do y‌ou think you would be able to recognise a misleading message?‌
What would you do if you received a message that had been forwarded
many times?‌

The presentation also includes simple guidelines for identifying warning signs:
checking who created and shared a message, paying attention to web addresses,
reading beyond headlines, spotting emotionally charged language, and questioning
extreme claims. Interactive exercises — such as watching and discussing the BBC
“spaghetti tree” video (originally broadcast as an April Fools’ joke) — are used to
encourage curiosity, humour, and critical thinking about what we see online.
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False or misleading messages often spread very quickly through phones and social
media. Many of them are designed to create fear about health, science, or the
environment — topics that can be sensitive and, in some cases, risky for older adults.
Without creating alarm, it is important to discuss these issues calmly, build trust, and
encourage participants to think carefully about what they share, who is saying it,
and why. The key is to show the importance of relying on trustworthy sources and
to strengthen confidence in scientific knowledge and expert consensus.

When people receive this kind of misleading information, what is really being
questioned is scientific knowledge itself and the methods used to build it. It is
essential to reinforce the idea that today’s world is highly specialised — no one
can know everything about every topic — and that is why it is important to
know where to find reliable, well-checked information from the right experts.
Through group discussions and guided reflection, participants are invited to explore
these ideas and share their thoughts.

The course uses familiar stories and real-life examples. One case study shows a
person who trusts a false medical cure, helping participants understand how such
messages can have serious consequences. The course also examines how those
who spread false claims take advantage of fear and uncertainty, and compares
these cases with examples of good, responsible journalism about health, science,
and the environment. Participants are encouraged to think about how emotions are
used to make a message seem more believable, and to discuss the saying, “a lie
repeated a thousand times becomes truth,” using the example of the myths about
vaccines and autism.

Another key part of the course focuses on how science actually works.
Trainers explain the basic steps of the scientific method, share historical
examples, and highlight that science is not free from mistakes — it constantly
reviews and corrects itself to improve knowledge. The scientific agreement on
climate change is used as an example of how certainty is built when thousands of
studies reach the same conclusions. Participants also learn to recognise warning
signs in messages, such as when something offers an overly simple solution or
claims that “science proves” something beyond doubt.

False or misleading content about health and climate often uses fear, urgency, or a
sense of threat to attract attention. It can also appear as friendly advice or
personal stories that seem trustworthy. Trainers should remind participants that
when a message sounds too alarming or too perfect, it’s best to pause and think
before reacting.

Content information

MODULE #2 “Science, climate change and health”

11



Level Up: Media Education for Older Adults

To close the session, the course offers practical strategies for dealing with these
types of messages and lists reliable sources where participants can check
information about science, health, and climate change. 

The main goal is to help everyone understand that we can all be vulnerable to false
or confusing messages — but we can also learn to protect ourselves by slowing
down, recognising our emotions, and trusting expert voices.

Activating questions 

Which scientific discovery or achievement in history impresses you the
most?‌
When you have a medical question or concern, who do you usually turn
to?‌
What are the differences between looking something up on the internet
and asking an expert?‌
What risks could this have?‌
Which scientific discovery do you still struggle to understand?‌
Are there sources you find respectable when it comes to science?‌

Reflective questions

Where do you think distrust in science comes from?‌

What could be done to help people trust expert knowledge more?‌
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MODULE #3: “Scams and online security”

“Has anyone received a text message saying there’s a package waiting for
you?”

Online scams are becoming an increasing problem for everyone — including older
adults, who are often targeted with tricks specially designed for their age group.
Today, most of these scams arrive directly on mobile phones through text messages,
phone calls, or emails, making them feel personal and urgent. These attacks not only
put people’s savings or personal data at risk, but also cause stress, insecurity, and
sometimes even dependence on others to handle technology. For this reason, it’s
essential to address this topic in a safe and supportive classroom environment
where participants can share their doubts and experiences openly.

The risks for this age group range from losing money to developing fear of using the
phone or the internet, out of worry that they might be tricked again. This can lead to
isolation or mistrust of digital tools that, when used safely, can be extremely helpful
in everyday life. Trainers should emphasise that anyone can fall for a scam,
regardless of age or experience. It’s not a sign of weakness or lack of intelligence —
and there are always new ways to learn how to protect oneself better.

The course begins by showing that scams have always existed, even if they
now have new names and forms such as phishing, spoofing, or vishing. These
terms, often mentioned in the media, are explained in simple language, helping
participants understand how scammers use messages to steal personal information
or money. The course also explores why personal data is so valuable today and what
basic precautions are important when sharing it. The classroom should be a place
where participants feel safe to ask questions and recognise that everyone, without
exception, is exposed to these kinds of digital traps.

Another section of the course focuses on common examples of scams, such as fake
prize draws, false bank alerts, messages about packages that were never ordered,
emails pretending to be from official institutions, or promises of quick investments.
By looking at real examples together, participants learn to identify warning signs —
like unfamiliar senders, strange website addresses, or urgent language asking them
to act immediately. The goal is to build patience and critical thinking, without
creating fear, so that they can recognise scams as soon as they appear on their
phones and know how to respond calmly.

The course also pays attention to the emotional side of scams. Being tricked can
deeply affect a person’s confidence, causing shame, guilt, or mistrust toward
technology. That’s why it’s important to explain clearly what to do if this happens:
seek help, talk about it without embarrassment, and understand that no one
should face this situation alone. 

Content information

MODULE #3 “Scams and online security”
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The learning space should feel like a place of support where older adults can
express their concerns, recover their confidence, and strengthen their
independence when using digital tools. Many times, the fear of being deceived or of
using devices incorrectly leads to emotional exhaustion or dependence on family
members. Training sessions should therefore provide a space for asking questions
freely, sharing worries, and discovering new channels of help that promote
autonomy and reassurance.

In the end, the trainer’s role is to guide with patience and understanding—avoiding
alarmism while emphasising the importance of acting responsibly and thoughtfully.
Through practical examples, group discussions, and respectful interaction,
participants can learn not only how to spot the most common scams but also how to
face them with confidence. The ultimate goal is for them to leave the course feeling
more secure, independent, and aware that they always have the right to
pause, think, and check before taking any action online.

Activating questions 

Do you feel like there are more scams now than before?‌
Have you ever received a message or call from someone impersonating
an official, a banker, or the police with an urgent request for your
personal data or money?‌
Has it happened to you, or do you know someone who has been
scammed?‌
What happened?‌
Could it have been avoided?‌

Reflective questions

 ‌What scam would you think works if you have to develop one?‌ ‌
How do these scams affect your behavior or daily life?‌
 ‌What could be done so that they affect you as little as possible?‌
 ‌Have you ever received a message saying you had won a prize draw?
That a package you weren’t expecting had arrived? An unbelievable
discount?‌
 ‌Have you ever ended up being a victim of a scam? What do you think
made you trust the message? (Here, you can start by sharing a personal
story so people feel more comfortable and realize it’s more common than
they might think to fall for these scams.)‌
 ‌What questions could we ask ourselves to check whether what we’ve
received is trustworthy or not?‌
 ‌And if I fall for a scam, what should we do?‌
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 MODULE #4: “Conspiracy Theories”

Although conspiracy theories have existed throughout history, the way the Internet
and social media work today has made it easier for these stories to spread quickly
and reach many people. To help older adults recognise this kind of misleading
narrative, we can explain that conspiracy theories behave much like other kinds of
rumours. They often appear on our phones as alarming messages, striking images, or
even through sensational television programmes.

It is also important to highlight when these stories are most likely to appear. Usually,
those who spread them take advantage of moments of confusion or uncertainty
—such as the first days of a health emergency or a natural disaster—when there is
little clear information available. At those times, rumours and simple explanations
can feel comforting, even if they are not true. Understanding this helps
participants see why it is easy for anyone, regardless of age or education, to believe
a confusing or misleading story at some point.

During the course, we will look at familiar examples of conspiracy theories and use
them to explain how these stories work. We will discuss the strong role that
emotions and mental shortcuts play when people come across such content.
Trainers should help participants understand how feelings like fear, insecurity, or
loneliness can influence their reactions in certain situations, and remind them that
there is no reason to feel guilty about it—it is part of how all human minds work.

The course begins with an open conversation where participants can share any well-
known conspiracy theories they have heard, such as those surrounding the deaths
of Elvis Presley, Lady Diana, or Walt Disney. Starting with these examples helps
capture attention and show that conspiracy stories are not new; they are tales that
awaken curiosity and emotion. From there, we explore why people tend to believe
them and how we are often less rational than we think. Everyday examples—such as
advertising or political messages—can help illustrate how persuasive communication
shapes our perceptions. The classroom should become a space for humour, debate,
and reflection without judgment, where curiosity and trust guide the discussion.

In the second part of the course, we look more closely at how conspiracy theories
are built and what they tend to have in common: they often suggest there are secret
groups controlling events, show deep distrust toward authorities, offer very simple
answers to complex issues, and repeat claims without evidence until they
seem believable. We analyse well-known examples—such as flat Earth ideas,
vaccine-related rumours, or “chemtrail” stories—without mocking those who believe
them, but rather understanding how and why such ideas spread. Trainers can guide
participants to identify warning signs together and practise simple strategies to
check what they receive. It is important to avoid alarmism and instead
encourage patience, thoughtful questioning, and responsible use of digital
devices.

Content information

MODULE #4 “Conspiracy Theories”
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A central part of the course focuses on cognitive biases. Mental shortcuts our brains
use to make sense of the world, which can sometimes lead us to mistaken
conclusions. Everyone has them, regardless of age or background. Understanding
these biases—such as confirmation bias (preferring ideas that agree with what we
already think), belonging bias (trusting what our group believes), or certainty bias
(wanting absolute answers)—helps participants notice when a story feels “right”
simply because it fits their existing beliefs. Learning to spot these patterns in a
simple, practical way encourages more balanced and conscious thinking, which
is a powerful tool for avoiding misleading content.

Emotions also play a key role in this topic. Conspiracy stories often appeal to fear,
anger, or distrust. With empathy and a calm, scientific approach, trainers can help
participants recognise what emotions arise in them and why. Reflecting on personal
experiences or situations that feel particularly sensitive can help participants stay
calm and think more clearly. Asking open questions and showing genuine
interest in participants’ experiences allows us to understand which issues may
affect them more deeply, and from there, we can draw parallels with other, more
distant conspiracy theories—helping them see that we are all vulnerable to certain
stories depending on our context and emotions.

It is also useful to dedicate time to identifying trustworthy sources of
information: recognised media outlets, public institutions, or scientific
organisations. Learning to recognise which sources inspire confidence and which do
not is essential for maintaining both emotional well-being and digital safety.
Likewise, we can encourage participants not to share or forward any information
unless they are sure it comes from a reliable source.

Activating questions 

Were there any major events that crate conspiracy in your lifetime that
are nowadays forgotten?‌
How did conspiracy theories spread in your day before the creation of the
Internet?‌
What is a conspiracy theory?‌
Do you think younger generations can be more susceptible to conspiracy
theories or they are better prepared to face them?‌
Do you remember any famous ones?‌

Reflective questions

Why do you think people fall for conspiracy theories?‌
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MODULE #5: “AI: Artificial Intelligence”

The course begins with a practical activity called “Real or Created by AI?”, where
participants look at different images and try to guess which ones are real and which
were created by artificial intelligence. This activity helps spark curiosity and shows
that it is not always easy to tell what is genuine and what has been made by a
computer. Participants learn simple ways to observe details such as hands,
backgrounds, skin, eyes, expressions, and even small marks or logos. From this
exercise, a conversation naturally opens about all the AI tools we use every day—
often without noticing—such as automatic translators, voice assistants, or photo-
editing apps. The goal is to create a safe and friendly space where asking questions,
experimenting, and even making mistakes are all part of the learning process.

Later in the course, there is time to reflect on how AI has improved in recent years
and how it works. It is explained in very simple terms that AI learns by analysing
large collections of examples stored in databases, and that systems like ChatGPT
work by predicting the most likely next word in a sentence, without truly
understanding what they say. 

The course also explores the kinds of mistakes AI can make, such as inventing
information or producing errors, and reminds participants that it should not be
treated as a completely reliable source. Trainers can guide a discussion about the
best ways to use AI—such as for translation, creative projects, or daily tasks—while
also considering the risks of depending on it for sensitive topics or assuming it
“knows” more than people do. The idea is to find balance: to avoid both fear and
blind trust in technology.

Developing basic understanding of artificial intelligence is important for
people of all ages. AI is already part of everyday life, and it is not just a topic for
young people or experts. Older adults can and should be part of this conversation,
bringing their experience, questions, and perspectives. Feeling included in this
dialogue helps reduce generational isolation and reinforces the message that their
voices are valuable and necessary for shaping how we live with these technologies.

Having a simple understanding of how AI works can also help people stay calm in
the face of change. Knowing that AI does not “think” like a person, but rather
combines data and language patterns, helps avoid alarm or fear. With this
knowledge, participants can use these tools carefully and thoughtfully, checking
results before accepting them as true. Trainers should make sure that technical
language does not become a barrier: each new term can be explained with simple
examples and everyday comparisons that make the topic easier to grasp and less
intimidating.

Content information

MODULE #5 “AI: Artificial Intelligence”
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A key idea for understanding AI is the importance of data. Every AI system
learns from large amounts of information that has been collected beforehand—
images, texts, recordings, or examples created by people. The more data it has, and
the better that data is organised, the more accurate the results can be. However, if
the data contains mistakes, bias, or incomplete information, AI will also reproduce
those problems. It is therefore essential to understand that the quality of data
directly affects the quality of the results. This topic can be explored in class with
simple examples—for instance, how a recipe turns out differently if the ingredients
are not good—to show that behind every AI response there are always human-made
materials, and that thinking critically about where the information comes from is a
key part of using AI responsibly.

Critical thinking remains at the heart of this learning process. Participants should
practise pausing to think, analysing what they see or read, looking for other
sources, and asking questions. Recognising when an image or text has been
generated by AI does not require advanced knowledge—it simply takes attention and
practice. It is also helpful to offer easy ways for participants to check content, such
as consulting official websites or asking trusted people.

Finally, ongoing dialogue in the classroom is essential. Listening to the
experiences, fears, and ideas of participants helps build shared strategies. Open
conversation and respect for different opinions strengthen confidence,
independence, and responsible use of digital tools. In this way, the classroom
becomes a safe space to learn, share, and adapt together to new technologies—
without fear, but with curiosity, understanding, and critical awareness.

Activating questions 

Have you ever used an AI tool like ChatGPT? What for?‌ ‌
If AI doesn't "think" like a human, what do you think the biggest
difference is between an AI answer and advice from an expert?‌
 ‌How is Artificial Intelligence already helping us with everyday tasks?‌
Do you remember what the message said?‌

Reflective questions

What worries you the most about AI?‌

18



Trainers guidance with digital tools

One common challenge that trainers have reported is that some older adults fully
understand concepts such as verifying information, checking multiple sources,
and thinking criticall, but still find it difficult to use certain digital tools, especially
more technical ones like Google Reverse Image Search.

1. Encourage Autonomy, Not Dependence
Even if it feels easier to do the task for them, resist the urge. Encourage learners
to perform each step on their own, with your guidance. Autonomy is key:
mastering a small digital action independently—like right-clicking an image or
opening a new browser tab—can significantly increase their confidence and
motivation. Celebrate every small success.

2. Adapt to the Group and Individual Needs
The group will likely be diverse in both skills and confidence levels. Some
participants may be very comfortable using smartphones or computers, while
others might rarely go online. Adapt your pace and language, and be ready to
repeat steps or demonstrate visually several times. Avoid technical jargon and
keep instructions simple and clear.

3. Use Google Reverse Image Search as a Learning Opportunity
While it may seem challenging, Google Reverse Image Search is a valuable
teaching tool because it embodies critical thinking in action. It teaches
participants to question where an image comes from and whether it has been
used in misleading contexts. Turn it into a discovery activity of the content they
have already received on their phones, are interested in, see on the street…Try to
make the exercise about their habit of questioning content and checking the
source. 

4. Try Pair or Small-Group Learning
Peer learning works wonderfully in mixed-ability groups. Pair more confident
participants with those who struggle, creating opportunities for collaboration and
mutual support. This approach reduces stress, promotes social interaction, and
helps those with more digital experience feel useful and valued.

Level Up: Media Education for Older Adults

Other resources
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GLOSSARY

Media Literacy – The ability to access, analyze, evaluate, and create media in
different forms; helps people think critically about what they read and see online.

Information Literacy – Knowing how to find reliable information, understand it,
and use it wisely.

Critical Thinking – The habit of questioning information, looking for evidence, and
avoiding quick judgments.

Disinformation – False information shared on purpose to mislead or manipulate
people.

Misinformation – False or inaccurate information shared by mistake, without the
intent to deceive.

Fact-Checking – The process of verifying whether a statement, image, or story is
true.

Echo Chamber – An online space where people only hear opinions that match
their own, reinforcing their beliefs.

Bubble Filter – A personalized digital environment where algorithms show you
only what you already like or believe.

Algorithm – A set of rules used by platforms (like Facebook or YouTube) to decide
what content you see first.

Clickbait – Sensational headlines designed to attract clicks but often misleading
or exaggerated.

Platform Moderation – The rules and systems platforms use to control or remove
harmful or false content.

Deepfake – A fake image, video, or voice created using artificial intelligence that
looks or sounds real.

Bot – An automated account or program that can post, comment, or share
content online without human control.

Troll – A person who deliberately provokes or offends others online to create
arguments or chaos.

Level Up: Media Education for Older Adults
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Digital Footprint – The trail of information you leave behind every time you go
online.

Metadata – Hidden information inside a file (like date, location, or device used)
that helps verify its authenticity.

Confirmation Bias – The tendency to believe information that supports what we
already think, and ignore what doesn’t.

Emotional Trigger – A piece of content designed to provoke strong feelings
(anger, fear, sympathy) to make people share it.

Phishing – A scam where someone pretends to be a trusted person or
organization to steal your personal data.

Hoax – A deliberate trick or lie meant to fool people.

Malware – Software created to damage or steal information from a computer or
phone.

Two-Factor Authentication (2FA) – A security step requiring two forms of
identification before logging into an account.

Artificial Intelligence (AI) – A field of computer science focused on creating
systems that use data and algorithms to analyze information, identify
relationships, and generate results or predictions automatically.

Climate Change – The long-term alteration of Earth’s average weather patterns,
including temperature, rainfall, and wind. It is mainly caused by human activities
such as burning fossil fuels, cutting down forests, and large-scale farming, which
increase greenhouse gases in the atmosphere.

Ageism - It refers to the stereotypes (how we think), prejudice (how we feel) and
discrimination (how we act) towards others or oneself based on age.

Active ageing - The process of optimising opportunities for health, participation
and security in order to enhance quality of life as people age.

Stereotypes - These are cognitive structures that store our beliefs and
expectations about the characteristics of members of social groups, and
stereotype attribution is the process of applying stereotypical information.

Prejudices - These are an emotional reaction or feeling, either positive or
negative, towards a person based on the perception of their belonging to a group.

Level Up: Media Education for Older Adults
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MONITORING TOOL

This questionnaire includes questions to help assess understanding and reflection
after the training. 

Go through the questions and answers and choose the ones that could help you
evaluate and fit better the group and the work done previously in the training. 
We recommend not to have more than 10 per training. 

For multiple-choice questions, please select one answer.
For reflective questions, please answer honestly — there are no right or wrong
answers.

Level Up: Media Education for Older Adults

Which of the following is a common sign that online information
might be misleading?
 a) It includes emotional or shocking language
 b) It cites several verified sources
 c) It comes from a recognised institution
 d) It has a balanced tone

If you receive a news link from a friend on WhatsApp, what should you
do first?
 a) Forward it to others
 b) Open it immediately
 c) Check if it comes from a trusted source
 d) Ignore it completely

Which action helps you verify whether a claim is true?
 a) Checking other reliable news sources
 b) Asking in a group chat
 c) Reading only the headline
 d) Sharing to get opinions

Module 1: General Disinformation 
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A message that says, “Everyone must share this before it’s deleted!”
is an example of:
 a) Official information
 b) Fact-checked news
 c) Manipulative content
 d) A safe message

Reflective: Have you ever shared information online before checking
if it was true?
 ☐ Yes ☐ No ☐ Not sure

Reflective: After this course, how confident do you feel identifying
biased or false news?
 ☐ Not confident ☐ Somewhat confident ☐ Confident ☐ Very confident

Reflective: What’s one thing you will do differently when reading
online news now?
 (Open answer)

The best way to stop misinformation from spreading is to:
 a) Report or avoid sharing suspicious content
 b) Share it to warn others
 c) Delete your account
 d) Ignore all media

Module 2: Science, Climate Change and Health

Which of the following is a reliable health source?
 a) A viral Facebook post
 b) The World Health Organization (WHO) website
 c) A friend’s WhatsApp group
 d) A random online video
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A headline that claims “A miracle cure for all diseases has been
found” is likely:
 a) Reliable news
 b) A medical breakthrough
 c) Misleading or false information
 d) Government advice

Reflective: How confident do you feel recognising false health
information online?
 ☐ Not confident ☐ Somewhat confident ☐ Confident ☐ Very confident

If an article claims that “climate change is a hoax,” what should you
do?
 a) Believe it if it matches your opinion
 b) Check scientific evidence and sources
 c) Ignore all climate news
 d) Share it to discuss

Reflective: Do you feel more able to trust credible scientific sources
after this training?
 ☐ Yes ☐ No ☐ Not sure

Reflective: What is one sign that a scientific article may be false or
exaggerated?
 (Open answer)

Reliable medical advice should come from:
 a) Verified professionals or institutions
 b) Social media influencers
 c) Celebrity doctors without credentials
 d) Unknown blogs

Reflective: What habit will you adopt to verify health-related
information?
 (Open answer)

Reflective: How can you help others around you trust reliable science
without sounding judgmental? (Open answer)
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Module 3: Scams and Online Security 

Which of the following messages is most likely a scam?
 a) “Your package is ready for pickup — click here to confirm.”
 b) “Your friend sent you a photo.”
 c) “Here is your event invitation.”
 d) “Your bill has been paid.”

What should you do if someone online asks for your bank details?
 a) Give them if they sound professional
 b) Refuse and report the message
 c) Ask for a phone call
 d) Ignore it and delete the message

Reflective: How confident do you feel identifying online scams now?
 ☐ Not confident ☐ Somewhat confident ☐ Confident ☐ Very confident

A common sign of a phishing email is:
 a) Urgent or threatening language
 b) Clear and calm tone
 c) No links or attachments
 d) Official company logo only

Reflective: Have you ever been contacted by a suspicious person or
offer online?
 ☐ Yes ☐ No ☐ Not sure

Which password is safest?
 a) “12345”
 b) “MyName2025”
 c) “P@ssw0rd!98#”
 d) “Password”

Reflective: What step can you take to make your online accounts
safer?
 (Open answer)

What emotion do scammers often use to manipulate victims?
 a) Calmness
 b) Urgency or fear
 c) Boredom
 d) Confidence
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Module 4: Conspiracy Theories 

Reflective: After the training, how likely are you to check the source
before clicking links?
 ☐ Never ☐ Sometimes ☐ Often ☐ Always

What personal steps will you take to protect your online security in
the coming months? (Open answer)

Why do conspiracy theories spread easily online?
 a) They are exciting and emotional
 b) They come from reliable sources
 c) They are hard to understand
 d) They are usually true

Reflective: Have you ever seen or heard someone believe a
conspiracy theory?
 ☐ Yes ☐ No ☐ Not sure

The best way to discuss conspiracy theories with others is to:
 a) Insult or mock them
 b) Listen and share reliable evidence calmly
 c) Avoid talking
 d) Block them immediately

Reflective: How confident do you feel recognising a conspiracy
theory now?
 ☐ Not confident ☐ Somewhat confident ☐ Confident ☐ Very confident

What emotion do conspiracy narratives often appeal to?
 a) Fear or anger
 b) Curiosity only
 c) Joy
 d) Indifference
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Module 5: Artificial Intelligence (AI)

Reflective: What strategy can you use to avoid being influenced by
emotionally charged messages?
 (Open answer)

Which of the following can help reduce belief in conspiracies?
 a) Checking facts and evidence
 b) Sharing them often
 c) Avoiding news
 d) Ignoring experts

Reflective: Do you feel more empathetic when discussing
misinformation with others now?
 ☐ Yes ☐ No ☐ Not sure

What is a healthy response when you feel uncertain about online
information?
 a) Pause, verify, and reflect before reacting
 b) Share immediately to warn others
 c) Delete everything
 d) Assume it’s false

Which of the following is an example of AI in daily life?
 a) Spam filters in email
 b) Automatic lights
 c) A handwritten note

Reflective: How familiar do you feel now with AI tools?
 ☐ Not familiar ☐ Somewhat familiar ☐ Familiar ☐ Very familiar

AI-generated images can be recognised by:
 a) Checking for strange details or missing features
 b) Believing them automatically
 c) Ignoring them
 d) Only trusting social media comments
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Reflective: How do you feel about AI after learning about its risks and
opportunities? (Open answer)

What is one risk of AI-generated content?
 a) It can create realistic text that appers to be informative
 b) It always tells the truth
 c) It improves only art

Reflective: How likely are you now to check if a photo might be AI-
generated?
 ☐ Never ☐ Sometimes ☐ Often ☐ Always

Which approach to AI is most balanced?
 a) Fear it completely
 b) Trust it blindly
 c) Be cautious and informed
 d) Ignore it entirely

Reflective: What new understanding about AI surprised you most?
 (Open answer)

Reflective: How will you apply what you learned in your daily digital
life? (Open answer)

What positive ways do you imagine AI could support older adults in
everyday life? (Open answer)

28





DISINFORMATION IN 
2025



DISINFORMATION IN 2025

http://www.youtube.com/watch?v=1uEsryMrdVQ


Nero did not set fire to 
Rome

Now we know that

DISINFORMATION IN 2025
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Neron didn't burn 
Rome Nero did not set fire to Rome



Misinformation has 
always existed…

DISINFORMATION IN 2025



Misinformation has 
always existed…

DISINFORMATION IN 2025

…Do you know any other famous cases 
of misinformation?



The big difference is that we have gone from 
this…
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To this…



WHATSAPP: 
A black hole 

● En España, el 79% de la población la
ha utilizado en la última semana. 

● 27% la utiliza para informarse (el país 
europeo que la utiliza más) > pérdida del 
origen de la información.

● Messages are encrypted, making it 
more difficult to monitor hoaxes.

● High potential for virality: the 
double-arrow symbol indicates that 
the content has been forwarded on 
WhatsApp five or more times. This 
content is three times more likely to 
be identified as potential 
misinformation.

DISINFORMATION IN 2025



TYPES OF 
“POPULAR 
HOAXES” 

DISINFORMATION IN 2025



IMPERSONATING 
MEDIA OUTLETS 

DISINFORMATION IN 2025



EMERGENCY

DISINFORMATION IN 2025



SATIRE

DISINFORMATION IN 2025



FAKE QUOTES

DISINFORMATION IN 2025



SCAMS

DISINFORMATION IN 2025

The page URL 
(iasdu.info) is not the 
official Lidl site 
(lidl.es) nor the Dyson 
brand site (dyson.es).

In the text, we 
can see there 

are errors.



HOW CAN WE 
TELL IF 

SOMETHING IS A 
HOAX? DISINFORMATION IN 2025



THINGS TO PAY 
ATTENTION TO

DISINFORMATION IN 2025
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THE SOURCE
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WHO IS PUBLISHING IT?

PAY ATTENTION TO INFORMATION 
THAT HAS NO SOURCE OR THAT I 

CANNOT TRACE BACK TO ITS ORIGIN

THE SOURCE
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THE SOURCE

FINDING THE SOURCE IS 
NOT ALWAYS EASY

PAY ATTENTION 
TO THE URL OR LINK

A URL is where something is 
stored on the Internet.
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It doesn’t say what 
the source is

It doesn’t 
exist: nobody 

has said this

I can’t click on 
any LINK / URL

THE SOURCE
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I DOUBLE-CHECK!

I SEARCH THE INTERNET 
TO SEE WHERE THE 
INFORMATION COMES 
FROM AND VERIFY IT WITH 
OTHER RELIABLE 
SOURCES.

THE SOURCE
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CHECK THE SOURCE

NO OFFICIAL SOURCE

NO DATE PROVIDED

THE SOURCE
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THE SOURCE
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FULL TEXT
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NEVER JUST STICK TO THE HEADLINE

MANIPULATING HEADLINES IS 
ANOTHER FORM OF MISINFORMATION

YOU SHOULD READ THE FULL TEXT

FULL TEXT
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TITULAR

FULL TEXT
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But when we 
read the 
news…

FULL TEXT
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THE LANGUAGE
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THE LANGUAGE

ALERT!!
URGENT!!

EMOJIS :) :(
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FORWARDED
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FORWARDED



DISINFORMATION IN 2025

JUST BECAUSE A PIECE OF 
INFORMATION IS SHARED 

WITH US BY A FAMILY 
MEMBER OR FRIEND 

DOESN’T MEAN IT’S TRUE

FORWARDED
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DEBATE
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http://www.youtube.com/watch?v=tVo_wkxH9dU
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● How do you feel when you see the video about 
spaghetti growing on trees? Does it seem 
believable to you? Why or why not?

● Why do you think so many people believed the 
spaghetti video when it was first aired?
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● Do you think it is easier or harder today to 
detect false information than back then? 
Why?

● What role do emotions play when we decide 
whether to believe something we see in the 
news or on the Internet?



DISINFORMATION IN 2025

● Have you ever shared something on the 
Internet or heard something from a friend that 
later turned out to be untrue? What made it 
convincing at first?



DISINFORMATION IN 2025



DISINFORMATION IN 2025

THE ROLE OF 
EMOTIONS



TIPS TO AVOID 
BEING 

MISINFORMED
DISINFORMATION IN 2025
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THERE ARE NO 
MAGIC TRICKS

WE HAVE TO DO 
THINGS SLOWLY
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Cross-check the 
information.

Don’t make hasty 
decisions.

BE CAREFUL 
WITH ALARMIST MESSAGES
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BE CAREFUL 
WHEN FORWARDING 

SOMETHING
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THE DIGITAL WORLD IS REAL 
TOOAnd it has real consequences.

It’s important that we live together 
civically
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TO RECEIVE SOMETHING
IT’S NOT THE SAME

AS TO
SEARCH FOR IT.
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IT’S SOMETHING THAT HAS 
HAPPENED TO ALL OF US

Don’t hesitate to ask questions and 
seek help







What type of misinformation 
does each piece of content 
represent?

Activity 



All the 
contents are 
disinformation
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING

https://docs.google.com/file/d/1x6xpjEujr6IWRc1uExYLZB27xfDBMLcd/preview


DISINFORMATION IN 2025

IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING
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IMPERSONATES 
MEDIA 

EMERGENCY 
MESSAGES SATIRE FALSE 

QUOTE
 SCAM / 

ADVERTISING

https://docs.google.com/file/d/1s_1--XZzdhME-j_r02UQ_DlbaD_fbaqh/preview




How is it
presented?

5 KEY QUESTIONS 
TO HELP YOU AVOID 

1

2

3

4

5

FALLING FOR DISINFORMATION

WHO 

WHAT 

HOW

WHO IS
IT FOR

WHY

Who’s
behind it?

Why was it
created?

Check who created
the message and
why. If there’s no
clear source or it
doesn’t seem
trustworthy, be
cautious.

Think about the
purpose: to inform,
entertain,
persuade, or
manipulate?

What is
being said?Don’t stop at the

headline. Read the
full message and
notice whether it’s
facts, opinions, or
maybe satire.

Watch out for
emotional
language, dramatic
visuals, or images
taken out of
context – they can
be misleading.

Disinformation
targets your biases.
If it feels like it
confirms everything
you think, take a
moment to verify
(that’s when we’re
most vulnerable).

Who’s the
intended
audience?





Science, climate
and health
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ATTENTION!
What do these (fake) contents have 
in common?
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“Mammographies produce 
cancer”
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ALL OF THEM CALL INTO QUESTION 
SCIENTIFIC KNOWLEDGE AND 
EVIDENCE.
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Let’s tell a story...
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Ana was diagnosed with 
leukaemia a few months ago.

She is undergoing the treatment 
recommended by her doctor but, 
unfortunately, the disease is 
progressing.

Ana begins to search for 
information, success stories, 
recommendations and 
treatments on the internet...



DISINFORMATION IN 2025

Filtro de sangre maya: elimina las células 
tumorales. #cura #salvación

cura_maya

One day, while looking at his 
mobile phone, he saw an 
advertisement on social 
media for an experimental 
treatment: 
a blood filter that would 
prevent the disease from 
metastasising.
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According to the post, the treatment is 
a miracle that has cured several 
patients (one of whom is said to have 
recovered from incurable cancer).  

They question the treatment Ana is 
currently receiving, use a lot of 
medical terminology that Ana does not 
fully understand, and tell her that for a 
price, they promise she could receive 
it and be cured.
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How do you think 
the story ends?

A. Ana stops her doctor's treatment and asks for the 
treatment she saw on social media, which helps 
her to recover completely.

B. It was all a lie. A pseudoscientific hoax that 
endangered Ana's health. 



DISINFORMATION IN 2025

How do you think 
the story ends?

A. Ana stops her doctor's treatment and asks for the 
treatment she saw on social media, which helps 
her to recover completely.

B. It was all a lie. A pseudoscientific hoax that 
endangered Ana's health. 
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Pseudosciences are practices presented as scientific 
options without proven methods or effectiveness.

They are dangerous, especially for people who are fearful 
or concerned. They distort medical reality and 
contradict science.

CONSEQUENCES

Abandonment of medical treatment, guilt, financial costs.

 Misinformation and emotions: pseudosciences



Scientific misinformation and 
pseudoscience are not harmless: 

they can cause direct harm. 

And they also generate mistrust in 
science and the scientific method. 

DISINFORMATION IN 2025
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Misinformation often arouses anger, 
morbid curiosity, compassion, 
urgency, or fear, among other 
emotions that are not easy to 
control.

In short, any strong emotion that leads 
us to share.

 Misinformation appeals to emotions



DISINFORMATION IN 2025

Always ask yourself:

WHAT WORRIES YOU?

WHAT MAKES YOU ANGRY?

WHAT SCARES YOU?

 Misinformation appeals to emotions



DISINFORMATION IN 2025

Always ask yourself:

WHAT WORRIES YOU?

WHAT MAKES YOU ANGRY?

WHAT SCARES YOU?

 Misinformation appeals to emotions

Answer these questions!
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The favourite emotions of 
disinformation are

FEAR AND ANGER

In times of emergency, the 
message amplifies our fears and 
makes us believe that there was 

an unusual atmospheric 
phenomenon. 

 Misinformation appeals to emotions
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https://maldita.es/alimentacion/202403
04/cuidado-titulares-sobrepeso-protecto
r-salud-personas-mayores/

Misinformation will often tell us exactly what we want to hear...

https://maldita.es/alimentacion/20240304/cuidado-titulares-sobrepeso-protector-salud-personas-mayores/
https://maldita.es/alimentacion/20240304/cuidado-titulares-sobrepeso-protector-salud-personas-mayores/
https://maldita.es/alimentacion/20240304/cuidado-titulares-sobrepeso-protector-salud-personas-mayores/
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… the explanation is usually more complex.



DISINFORMATION IN 2025

Also be careful with what worries you excessively



“A lie repeated a thousand times 
becomes the truth.”

“Vaccines cause autism.”
NO EVIDENCE

THE ORIGIN OF THIS MISINFORMATION:

● An article published in The Lancet in 1998.

● The results could not be replicated. Conflicts of 
interest were demonstrated. 

● The Lancet withdrew the article and retracted it.



“A lie repeated a thousand times 
becomes the truth.”

Years later, we see 

how it continues to 

repeat itself...
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SCIENCE
How does the 

scientific 
method work?



● Scientists observe a new 
problem or phenomenon.

● They investigate and propose a 
possible solution: a hypothesis.

● Through experiments and 
analysis of the results, they 
decide whether the hypothesis 
is valid or not. 

● If they support the proposal, it 
must also be replicable by 
other scientists. If not, they 
discard it and propose a new 
one.

DISINFORMATION IN 2025



● The scientific method is a set of 
tactics used to construct 
knowledge in a rigorous, clear, 
precise, and verifiable 
manner.

● The scientific method is 
neither perfect nor 
immutable: these tactics may 
be improved upon or replaced 
by others in the future.

DISINFORMATION IN 2025
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In 1928, Alexander Fleming grew mould in a pure culture and discovered that it 
produced a substance that killed several disease-causing bacteria: penicillin. 

Fleming conducted experiments
to establish the degree of 
susceptibility, sensitivity or resistance
of bacteria in contact with penicillin.

Fifteen years later, penicillin,
 a crucial antibiotic in the history of
 medicine, became a drug
 in universal use. 

Scientific method: penicillin

https://historia.nationalgeographic.com.es/a/alexander-fle
ming-padre-penicilina_14562

https://historia.nationalgeographic.com.es/a/alexander-fleming-padre-penicilina_14562
https://historia.nationalgeographic.com.es/a/alexander-fleming-padre-penicilina_14562
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Scientific consensus is the position on a 
subject held by the majority of scientists 
specialising in that field, based on 
scientific evidence, even if it is not 
completely unanimous.

Scientific consensus
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● An example of scientific consensus is the origin and challenge posed by climate 
change: there is almost unanimous consensus in the scientific community on the 
causes and consequences of climate change.

● This consensus can be verified through analysis of scientific literature, surveys of 
climate science researchers, and the positions taken by scientific societies.

● To reach this position, it is essential to use evidence rather than opinion.
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Science is complex and highly 
specialised.

That is why it requires 
EXPERT

knowledge. 



You have some new moles on your back.

Which expert would you consult?

Physiotherapist Dermatologist Hospital 
manager



You want to understand how 
an RNA vaccine works

Which expert would you consult?

General 
practitioner

Geneticist Virologist



Would you like to know how 
a natural disaster occurs?

Which expert would you consult?

Meteorologist
Engineer

Astronomer Farmer



You are going to start taking collagen tablets 
for your hair and knees.

Which expert would you consult?

Nutritionist Herbalist's 
assistant

Food
engineer



You want to check whether temperatures were 
as high in the past as they are now 

Which expert would you consult?

Meteorologist Historian



You would like to know 
how the electricity system works in Spain?

Which expert would you consult?

The regional 
president

Electrical 
Engineer Electricist
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Misinformation takes 
advantage of 

the lack of knowledge





Which expert 
would you consult?





Which expert 
would you consult?





Which expert 
would you consult?



WHAT DO I NEED TO LOOK 
OUT FOR SO I DON'T 

BELIEVE 
MISINFORMATION?

DISINFORMATION IN 2025
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A SIMPLE SOLUTION TO 
A COMPLEX PROBLEM: 

BE SUSPICIOUS

ON SCIENCE/HEALTH ISSUES 
1



DISINFORMATION IN 2025



DISINFORMATION IN 2025



DISINFORMATION IN 2025

2
“A SCIENTIFIC STUDY 

SHOWS/CONFIRMS…” 

BE SUSPICIOUS
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2
THIS DOES NOT HAPPEN

Scientific studies point to (something), 
suggest, and add to other studies
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● One key is to know what type of evidence we are dealing with and to 
prioritise it: an in vitro study is not the same as a systematic review.

● The abstract, additional information or pre-title provide clues as to how 
to classify the work.

● It is also important to know whether the work has been 
peer-reviewed, is a preprint or has been published in a predatory 
journal.

What should we look for when examining a 
scientific study:

https://maldita.es/index.php/malditaciencia/20221017/fijarnos-estudio-cientifico/
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3
THE EXPERTS

A SCIENTIST OR DOCTOR OUTSIDE 
THEIR FIELD OF EXPERTISE IS AN 

INFORMED CITIZEN
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3
                    THE EXPERTS

A position or an award 
does not mean that 
they are specialists 
in a field that is not 
their own.  
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Petrella is a retired gynaecologist who was expelled from the Teramo Medical 
Association in 2019. According to his video, no one is ill with COVID-19.

THE EXPERTS
3
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THE EXPERTS
3

It does not 
reference 
the source.

It doesn’t 
exist: 
no one said 
that
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BEWARE OF ALARMIST 
MESSAGES

4

 Check the information.
Do not make hasty decisions.
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BEWARE OF 
ALARMIST 
MESSAGES

4

https://maldita.es/malditaciencia/20230324/b
ulos-conspiracion-chemtrails-fumigaciones/

https://maldita.es/malditaciencia/20230324/bulos-conspiracion-chemtrails-fumigaciones/
https://maldita.es/malditaciencia/20230324/bulos-conspiracion-chemtrails-fumigaciones/
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IF I RECEIVE ANYTHING THAT 
I AM NOT SURE ABOUT:

AVOID THE LINK THEY SEND 
ME, CHECK IT OUT:

IT IS ALWAYS BETTER TO LOOK 
FOR IT MYSELF.
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WHERE CAN WE 
VERIFY INFORMATION

I do a little research before 
believing anything.

I search: 
The sender

Information on 
recommended 
websites

I ask 
Maldita.es
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Recommended websites:

➔ Ministerio de Sanidad: https://www.mscbs.gob.es
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Recommended websites:
➔ Medlineplus.gov/spanish 
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Recommended websites:

➔ Maldita.es 
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Science is complex and highly 
specialized.

That’s why it requires 
EXPERT

knowledge.



Antonio wants to understand his cholesterol 
analytics

Which expert would you consult?

Neighborhood 
herbalist

Family 
doctor

Pharmacist



Carla notices that her son has diĆculty 
reading and confuses letters when writing.

Which expert would you consult?

Educational 
psychologist

Early 
intervention 

specialist
Neurologist



Julia wants to learn about the eąects of 
certain cleaning products on the environment.

Which expert would you consult?

Biologist Chemist
Environmental 

chemist



Marcos wants to know if his house is located in 
an earthquake-prone area.

Which expert would you consult?

Civil engineer Geologist Architect



Sophie wants to understand how sugar 
consumption aąects the brain

Which expert would you consult?

Neuroscientist Nutritionist Chemist



James has trouble breathing when he exercises 
and wants to know if he has a problem

Which expert would you consult?

Fitness trainer Pulmonologist Asthmatic



Lucy wants to know how polluted the air is in 
her neighborhood

Which expert would you consult?

Meteorologist Environmental 
engineer

Satellite 
engineer



The government wants to assess the impact of its 
migration policies on the social integration and access 

to public services of migrants

Which expert would you consult?

Political 
scientist

Migration 
sociologist Internationalist



A city seeks to design public policies that promote the 
active participation of people over 85 years old in social 

activities, preventing their isolation

Which expert would you consult?

Geriatrician Social 
gerontologist

Clinical 
psychologist



A foundation wants to analyze why families in a rural area do 
not access the available government agricultural support 

programs

Which expert would you consult?

Agronomist Agricultural 
economist

Rural 
anthropologist





In all fields, science follows a method that
allows the creation of knowledge. It is the best
tool for finding solutions to challenges such as
climate change or health-related issues.

Question and
hypothesis

1

5

3

2

4

A phenomenon or
situation that arouses
curiosity is detected.

Observation 

The scientific method: 
the way to generate knowledge

A question and a possible explanation
(hypothesis) of the observed
phenomenon are formulated.

Tests or controlled experiments
are designed and conducted to
test the hypothesis.

The data obtained are interpreted to see
if they support or refute the hypothesis.

Conclusions are drawn and results
are disseminated so that others

can verify or continue the research.

Experimentation

Analysis of results

Conclusion and
communication





SCAMS AND 
INTERNET 
SECURITY



DISINFORMATION IN 2025

Scams have always 
existed
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La buenaventura (1548),
Caravaggio
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La buenaventura (1548),
Caravaggio

The dynamics have not 
changed...
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La buenaventura (1548),
Caravaggio

What would you 
highlight in 
this painting?
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La buenaventura (1548),
Caravaggio

¿Qué destacarías en 
esta pintura?
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La buenaventura (1548),
Caravaggio



What are scammers
 looking for?

DISINFORMATION IN 2025
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PHISHING

BY PHONE
(our phones)



WHAT IS PHISHING?

DISINFORMATION IN 2025

It is a deception technique that 
aims to obtain your personal and, 
sometimes, bank details by posing 
as a company or institution that you 
know and trust.



WHAT KIND
 OF DATA?

DISINFORMATION IN 2025

PERSONAL DATA

TELEPHONE NUMBERS

BANK DETAILS 



PHISHING

DISINFORMATION IN 2025

It can reach your mobile phone in many 
different ways: by SMS, email, Facebook, 

and even by a WhatsApp message.



PHISHING

DISINFORMATION IN 2025

It can reach your mobile phone in many 
different ways: by SMS, email, Facebook, 

and even by a WhatsApp message.
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DISINFORMATION IN 2025
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What do they use 
our personal data 
for?  

Patricia
Sanitaria de Castilla y León
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Patricia
Sanitaria de Castilla y León



SPOOFING?

DISINFORMATION IN 2025

Technique that impersonates the identity 
of a person, institution or organization.
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VISHING?

DISINFORMATION IN 2025

When they use VOICE. Usually a phone call 
(bank, electric company, etc.) and they try to 
verify your information....



How can they get so much 
data?

DISINFORMATION IN 2025

● Data leaks
● Social networks and public sources
● Social engineering attacks
● Black market data sales
● Malware
● Application terms and conditions 



DISINFORMATION IN 2025

WHAT IS SOCIAL 
ENGINEERING?
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Techniques used by 
cybercriminals to get us to 
perform an action that goes 
against us.
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How does the story end?
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1. Tomás and Ana got married. They were happy and had a happy 
ending.

2. He was repatriated but used Google Translate, and when he 
arrived in Spain, they never understood each other. Ana 
understood that his fear of women was because his style of love 
was toxic.

3. Tomás is in Ukraine, and Ana finally hooked up with her 
neighbour.

4. It was a case of phishing, more specifically catfishing.

How does the history end? 
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WHAT DO WE DO IF WE HAVE BEEN THE VICTIM OF A SCAM AND IT AFFECTS US PSYCHOLOGICALLY
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Have you been a victim of a 
phishing scam?



DISINFORMATION IN 2025

OTHER 
EXAMPLES
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How do they work?

Fake Raffles 

● They impersonate a brand or business you know.

● They create fake profiles for that brand on social media.
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Sorteos falsos

● They often use expensive and trendy products.

● They don't disclose the legal basis of the giveaway.

Fake Raffles



DISINFORMATION IN 2025

Sorteos falsos

● They often say it's for an anniversary.

● They use stock photos.

Sorteos falsos
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How do they work?

Avisos falsos del banco

● They come in many forms: SMS, email, fake websites...

● They copy the bank's corporate image and logo.

● They claim your account has been blocked, is about to 
expire, or that there's a suspicious transaction. 

Fake bank notices



DISINFORMATION IN 2025

How do they work?

Avisos falsos del banco

● They want you to click on a link.

● They want you to enter your bank details and password.

Fake bank notices 
falsos del banco
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What could happen?

Fake bank notices 

● They steal your banking credentials and take your money.

● They install malware on your device.
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How do they work?

● They impersonate postal workers, Amazon, UPS...

● They tell you where you can pick up a package.

● They ask you to confirm your information.

Fake package notifications
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How do they work?

● They impersonate postal workers, Amazon, UPS...

● They tell you where you can pick up a package.

● They ask you to confirm your information.

Fake package notifications



DISINFORMATION IN 2025

False communications 
from institutions
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False communications from 
institutions

How do they work?
● They impersonate an institution and copy its image.

● They tell you there's a change in their database.

● They might tell you they're going to make a payment.

● They want you to click on a link or download something.
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Falses opportunities 
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TIPS AND 
TRICKS 



1. Be realistic

DISINFORMATION IN 2025

YOU CAN'T HAVE 
WON

3 CONTESTS
IN ONE MONTH 

A VACUUM 
CLEANER

DOESN'T COST
2 EUROS 

IF YOU HAVEN'T 
BOUGHT 

ANYTHING, YOU 
CAN'T RECEIVE A 

PACKAGE 



1. BE REALISTC

DISINFORMATION IN 2025

Nobody donates their 

inheritance on the 

Internet.



2. WHO SENT ME IT?

DISINFORMATION IN 2025

 If you don't know where an 
email is from or if you see 
something strange after 

the "@", don't open it. 



2. WHO SENT ME IT?

DISINFORMATION IN 2025



3. FORWARD (MANY TIMES)
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No importa si la persona que nos lo 
envió por WhatsApp es de confianza



4. WHAT ARE YOU SENDING ME? 

DISINFORMATION IN 2025

CHECK THE URL 
OR THE LINK

A URL is the address where 
something is stored on the 
Internet 



4. THE URL OR THE LINK

DISINFORMATION IN 2025

A link is an address that can be 
clicked on and redirects to a 

website. 



4. THE URL OR THE LINK

DISINFORMATION IN 2025

A URL always begins: 

A URL is the address where 
something is stored on the Internet.

https://……………………………….
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The URL of the page 
(iasdu.info) is not the 
official URL of Lidl 
(lidl.co.uk) or the Dyson 
brand (dyson.co.uk).

En el texto vemos 
que hay faltas de 

ortografía



5. DO NOT DISCLOSE OUR 
PERSONAL DATA 

DISINFORMATION IN 2025

If something has reached me through social media, text 
message, or email, we should think twice before putting our 

name, address, or bank details.

Never share your banking credentials if you are not 
sure about the reliability of the page. 
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THERE´S A 
BIG 

DIFFERENCE 
BETWEEN 

IF I HAVE 
SEARCHED 

FOR IT 

IF SOMEONE 
SENT ME IT 

5. DO NOT DISCLOSE OUR 
PERSONAL DATA
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IF I RECEIVE ANY SUSPICIOUS 
CONTENT:

I avoid clicking on the link I have 
received.

IT´S ALWAYS BETTER SEARCH 
FOR IT MYSELF



5. DON'T RUSH INTO THINGS

DISINFORMATION IN 2025

I do a little research before believing 
anything. I verify: 

Who sent 
me it 

Information 
in Internet

I ask for help



AND REMEMBER:

DISINFORMATION IN 2025

● We have to take things slowly.
● If there is anything we are unsure 

about, we don't trust it.
● It can happen to anyone. 







SECURE 
PASSWORDS



is like the physical world 
The digital world 

DISINFORMATION IN 2025



DISINFORMATION IN 2025

Don´t use the same 
password for everything

Use safe password 
(long ones !!)

Use 2FA systems
SMS or  single-use code generator
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Let´s create a strong 
password! 

Activity:
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       WHAT NOT TO DO :
- Complete words or dictionary words, for example: snail.

- Child's date of birth.

- Private or public information about you or your family.

- Sequential numbers.

- Repeated numbers.

- Any combination of the above.
                  

                                                                                                     Example(BAD!):  snail1234
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- It should be a combination of upper and lower case letters.

- The above + numbers.

- The above + special characters.

- If possible: easy to remember.

- The longer the better: use phrases.  If possible easy to 

remember

                         Example (GOOD):   ¡T3d4$Cu333n! 

      WHAT TO DO 
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FOLLOW ALL THE STEPS AND 
CREATE YOUR STRONG 
PASSWORD.

THEN SHARE IT WITH THE 
CLASS. 





PROTECT YOUR
PERSONAL DATA5. 

Check the official website of the brand or
company to see if the offer is real.

DON'T GET
RUSHED!6. 

Whatever it is, there
is time to look for
information.

Do not share bank details
if you are not sure.

BEWARE OF SWEEPSTAKES AND OFFERS
NOBODY GIVES ANYTHING FOR FREE!

WHO
SENT IT?2. 

LOOK AT THE URL
OR THE LINK TO
THE WEBSITE

Be careful if you do not
recognize the name or it
is misspelled.

3. 

If the email
address looks
strange after
the “@”, do not
open it.

If it has mistakes or is
badly written it can
be a scam.

4. WATCH THE
SPELLING!

HOW TO DETECT A SCAM VIA CELL
PHONE SMS, WHATSAPP, EMAIL ....

1. 





CONSPIRACY 
THEORIES

DISINFORMATION IN 2025



Do you have any 
examples?

Do you know what conspiracy 
theories are…?

DISINFORMATION IN 2025
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DID WALT DISNEY ORDER HIS 
BODY TO BE FROZEN AFTER 

HIS DEATH…?



DISINFORMATION IN 2025
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https://bit.ly/3Tnbhvr

https://bit.ly/3Tnbhvr
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HAVE WE REALLY BEEN TO THE 
MOON, OR IS IT ALL STAGED…?
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A widely spread theory is that 
filmmaker Stanley Kubrick was in 
charge of staging and filming the 

Apollo 11 Moon landing.
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https://bit.ly/4nLDev0

“These are unfounded claims that have no scientific basis.
In 2000, the Lunar Reconnaissance Orbiter, a spacecraft 
orbiting the Moon, took high-resolution photographs of 
the Apollo mission landing sites.”

https://bit.ly/4nLDev0
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WAS LADY DI REALLY 
MURDERED…?
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https://bit.ly/4lxu6YJ

https://bit.ly/4lxu6YJ
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https://bit.ly/4kwD9Zm

After the investigations, a verdict was issued:
“The deaths were caused or contributed to by the fact 
that the deceased were not wearing seat belts and by the 
fact that the Mercedes crashed into the pillar in the Alma 
Tunnel.”

https://bit.ly/4kwD9Zm
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IS ELVIS PRESLEY REALLY DEAD 
OR IS HE  STILL LIVING IN 

ANONYMITY…?



DISINFORMATION IN 2025

New wave of Elvis 
sightings! (1991)

Telephone poll on TV:
Is Elvis alive? (1992)
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https://bit.ly/4kKVnXb

https://bit.ly/4kKVnXb
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HUMANS ARE RATIONAL BEINGS,
BUT… 
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Our decisions and actions are often influenced by 
factors that are not purely rational, such as emotions, 

intuitions, and cognitive biases.

… WE ARE NOT AS RATIONAL 
                                                                  AS WE THINK
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BIASES
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We all have biases.

They are mental shortcuts that help us make decisions 
faster, but they can lead to distorted interpretations of 

reality. 

BIASES
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AVAILABILITY BIAS

The more something is 
repeated to us, the more 
easily we believe it. All the information

Information I know or I 
remember

FOR EXAMPLE: 
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AVAILABILITY BIAS

The more something is 
repeated to us, the more 
easily we believe it.

FOR EXAMPLE:

“Orange juice loses its 

vitamins”
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POLITICS where “we will support our own” 
regardless of objective facts”.

ADVERTISING  and our purchasing decisions, 
where we often experience a false sense of choice 
and decision-making when someone has been 
guiding us step by step toward a certain behavior.

We can see how biases work in areas such as:
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Conspiracy theories are based on these 
elements that affect our emotions.
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LOGICAL 
FALLACIES

A
B
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Logical fallacies are errors in reasoning that 
‘attempt to prove’ something false.

LOGICAL 
FALLACIES
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Cherry Picking (fallacy of incomplete 
evidence). It is a tactic that consists of 
selecting and showing only the 
arguments or data that reinforce our 
ideas and ignoring the rest.

LOGICAL 
FALLACIES
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CONFIRMATION BIAS

The tendency to believe information 
that confirms our preexisting 
hypotheses or beliefs.

FOR EXAMPLE: 
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GROUP OR BANDWAGON 
BIAS

FOR EXAMPLE:

Tendency to believe more 
in what our family or close 
circle says or does than in 
what outsiders say. 

Like buying the work 

lottery…
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BLIND SPOT BIAS
FOR EXAMPLE:

Tendency to believe that since I perfectly understand 
what biases are, their types, and so on, they don’t 

affect me, and that it’s “everyone else” who falls for 
disinformation.

Yes, they do affect you.
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Also called the ‘fallacy of 
incomplete evidence’. 

It consists of selecting and 
showing only arguments or 
data that reinforce our ideas 
and ignoring the rest. 

CHERRY PICKING
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1. Secrecy and hidden control.
2. Distrust of authorities.
3. Simple explanations for complex events.
4. Lack of solid evidence, exploitation of cognitive biases 

or logical fallacies.
5. Confirmation cycle.

ELEMENTS THAT CHARACTERIZE A 
CONSPIRACY THEORY:
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These elements imply the existence of a group or entity with power 
and resources that acts covertly to influence or manipulate events 
in its favor, often to the detriment of others.

ELEMENTS THAT CHARACTERIZE A CONSPIRACY THEORY: 

1 - Secrecy and hidden control:
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This secret elite group not only hides information but 
also exerts considerable control over reality, 
manipulating events, institutions, or even public 
opinion. 

This control can manifest in various ways, such as 
manipulation of the media, infiltration of 
governments, or influence over economic decisions 

“Authorities lie to us by default”. 

ELEMENTS THAT CHARACTERIZE A CONSPIRACY THEORY: 

2 - Distrust of authorities.
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Conspiracy theories offer simplified explanations 
for complex events, often attributing them to 
hidden forces or powerful groups. 

These theories can arise from the need to make 
sense of confusing situations, creating a sense of 
community and reducing anxiety, even though 
they lack any scientific or logical evidence. 

ELEMENTS THAT CHARACTERIZE A CONSPIRACY THEORY: 

3 - Simple explanations for complex events.
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A conspiracy theory will never provide clear 
proof or evidence for its claim for a simple 
reason: none exists. 

Instead, it will entangle us in all kinds of 
argumentative tricks (or fallacies) and exploit 
the weaknesses of our brain (biases) to try to 
convince us of its message. 

But there will never be any evidence. 

ELEMENTS THAT CHARACTERIZE A CONSPIRACY THEORY: 

3 - Simple explanations for complex events.
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Searching for and selectively favoring information that 
confirms preexisting beliefs, while ignoring or rejecting 
evidence that contradicts them. This reinforces belief in 
the conspiracy theory, even if it has no basis.  

This cycle strengthens the belief in the theory, making it 
difficult to question.

The conspiracy theory becomes a self-confirmed truth, 
independent of objective reality.

ELEMENTS THAT CHARACTERIZE A CONSPIRACY THEORY: 

4 - Confirmation cycle.
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1. The Earth is flat

2. Vaccines are harmful and cause autism.

3. Airplanes spray us with chemicals.

SOME CONSPIRACY THEORIES
AND THE ELEMENTS THAT “SUPPORT” THEM



“THE EARTH 
IS FLAT”

DISINFORMATION IN 2025
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ARGUMENTS: 

“The horizon always looks flat no matter where you look from”.

“Antarctica is a wall of ice that surrounds the entire Earth”.

“If the Earth were moving, flight times would vary because planes 
would travel with or against the Earth’s rotation”.

       “If the Earth were spherical, we would be able to see 
         both sides of the Moon”.

“THE EARTH IS FLAT”
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ELEMENTS:

- Simple explanations for complex events.

- Lack of solid evidence, exploitation of cognitive biases or 
logical fallacies.

- Sense of belonging and exclusivity: 
“I know the truth. You don’t”.

“THE EARTH IS FLAT”



“VACCINES ARE 
HARMFUL AND 

CAUSE AUTISM”
DISINFORMATION IN 2025
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“VACCINES ARE HARMFUL AND CAUSE AUTISM”

ARGUMENTS: 

      "I know someone who…"

      "There is an important scientific study that supports it".

      "Vaccines contain harmful and toxic ingredients such 
        as mercury or aluminum".

      "Vaccines cause the very disease 
        they are meant to prevent".
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“VACCINES ARE HARMFUL AND CAUSE AUTISM”

ELEMENTS:

- Distrust of authorities.

- Simple explanations for complex events.

- Lack of solid evidence.

- Confirmation cycle.



“AIRPLANES 
SPRAY US WITH 

CHEMICALS”
DISINFORMATION IN 2025
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“AIRPLANES SPRAY US WITH CHEMICALS”

ARGUMENTS: 

"You can see it with your own eyes".

"Years ago this didn’t exist. 
  The sky was blue without white lines".

"They do it to control the population".

"They poison us for the benefit 
of pharmaceutical companies".
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ELEMENTS:

- Distrust of authorities.

- Simple explanations for complex events.

- Lack of solid evidence, exploitation of cognitive biases or logical 
fallacies.

- Confirmation cycle.

“AIRPLANES SPRAY US WITH CHEMICALS”
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CONCLUSIONS

● Lies are more entertaining and interesting than the truth.

● These beliefs and groups have existed forever.

● We know the mechanisms by which they operate.

● Anyone can end up believing in something like this.

● These theories can be difficult to fight (they feed on emotion, not 
reason).





Activity
Conspiracy theories



General disinformation

Conspiracy theories

Creative writing

Invent a story that includes all the elements of a conspiracy theory.

You have complete creative freedom: you can invent the characters, the
time of the story, and the place where it happens...

Remember to include all the elements that usually make up conspiracy
narratives.

When you finish, you will have to read it to your classmates and discuss
with them how you incorporated the logic of conspiracy theories into your
story.

Elements that characterize a
conspiracy theory:

1. Secret and hidden control

5. Confirmation cycle

2. Distrust of authorities

3. Simple explanations for complex events

4. Lack of solid evidence, exploitation of cognitive biases,
or logical fallacies

Then remember to share it with your
classmates.

Let your imagination take off, just like a
conspiracy theorist would!

YOU HAVE
30

MINUTES



General disinformation

Your story: “The Conspiracy of…”



Stay calm and listen with
empathy first.

Do not attack or
ridicule the person you
are trying to convince.

Ask thoughtful
questions.

Better to speak
positively than
negatively.

Even if it is tactful, it
is necessary to make
the correction.

Convince with simple
but solid arguments.
Don't overload with facts.

Choose well how and when to
talk to that person. Better in
person than by message. Better
in a one-on-one conversation
than in a group. 

Be careful when talking to very
polarized people.

HOW TO TALK WITH SOMEONE
WHO SHARES DISINFORMATION





ARTIFICIAL
INTELLIGENCE
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Do you see anything strange?
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Pay attention to the hands
Look at the background of the image and 
see if the backgrounds are blurry.
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Look for details in the photo
For example, this logo of a supposed 
emergency service doesn’t exist in Spain.
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Image generators are not 
very good at writing

Check if there is any text that is unreadable or 
blurry.
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Are there watermarks in the image?
Disinformers don’t put in that much effort, and sometimes a 
watermark might appear.
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AI-generated images of people can have 
flawless skin, like plastic, without pores or 
wrinkles.

Lighting and perfection
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Do you see anything strange?
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Do you see anything strange?
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And we use it for more things than 
you might imagine…

AI is here to stay

DISINFORMATION IN 2025
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On your phone or computer,
with voice assistants and the search engines 
of some apps.

With the Internet of Things, our appliances 
have AI

(vacuums, air conditioners, refrigerators, watches…)
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Self-driving cars
The radars and cameras in today’s cars use 
AI.

Online shopping and ads
AI personalizes searches and what is 

shown to us.
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Agriculture and livestock
In irrigation systems, animal feeding, weed 
removal…

Apps and services we use every day
AI is used to select the music it recommends to us, 

the route on the GPS, the internet search engine, our 
phone photos, etc..
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… and very quickly

In recent years, AI has improved a 
lot
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Midjourney
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...and it’s going to 
be increasingly 
difficult to detect.
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How AI works?
But…
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AI is trained with a lot of data and learns 
how we communicate and what things 
we do.

This way, it can imitate the way we 
speak and have conversations.

It can also imitate reality and create 
images, videos, movements, etc. 
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All of that is done with algorithms and 
mathematical tools that are based on 

probabilities and more complex things.
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We usually talk about “AI” in general to 
refer to this technology, but it is a term 
that encompasses a very large field of 
computer science: 

there are tons of AI models,  

AI tools, 

different branches of AI... 

And it all depends on how it is 
used.
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 For example: Chat GPT

It is what we call a ”predictive 
language system” and a “Large 
Language Model” : 

It calculates very well and very 
quickly which word comes after 
another.
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 AI has biases

If the data it is trained on is 
biased, it can reproduce 
prejudices.

That is why we need to question 
the answers or content it 
generates and check them with 
other sources.

“Limpiando” según la IA:
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An example of (good) use of AI

The research team has created computational tools 
to monitor the bees and study their health, habitats, 
and interactions while they operate in this perpetual 
spring.

Synthetic habitats can be integrated into urban 
environments to help combat the alarming decline 
in bee populations. They can also be used to support 
food systems and pollination in harsh environments. 

Synthetic Apiary is a controlled environment that allows honeybees to be active throughout the 
year.
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… and some flaws

When asked ChatGPT in August 
2024: «Who is Arve Hjalmar 
Holmen?»(his name) it responded 
with this. An AI hallucination that 
has nothing to do with reality. 

It is very risky to use these AIs as 
reliable sources of information.
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… and some flaws
● You cannot trust an AI or anyone to 

predict random draws.

● By analyzing historical data, you 
can see which numbers have been 
more frequent in the past, but the 
chances of a number coming up 
each year are exactly the same, 
whether it has appeared before or 
not.
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When AI is used to deceive us

There are many scams that use familiar faces 
to trick you, for example with fake 
cryptocurrency investments or fake “miracle” 
products that promise weight loss. 

By using artificial intelligence tools, 
scammers can go a step further and 
manipulate the statements of public 
figures in videos, cloning their voice or 
altering their facial movements. 

https://maldita.es/timo/20240925/estafas-inteligencia-artificial-timos-cib
erdelincuentes/

https://maldita.es/timo/20240925/estafas-inteligencia-artificial-timos-ciberdelincuentes/
https://maldita.es/timo/20240925/estafas-inteligencia-artificial-timos-ciberdelincuentes/


When you see something 
about AI

Too positive…
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When you see something 
about AI

…or too 
negative

DISINFORMATION IN 2025

It is urgent to limit AI to avoid the apocalypse of 
our civilization



When you see something 
about AI

Stay calm and always look for scientific 
evidence and official sources.

When reliable information is missing, 
that’s when we are most likely to fall for 

disinformation.
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CONCLUSIONS
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AI is mathematics.

Even though we call it “Artificial 
Intelligence”, it isn’t intelligent in the 
way people are.
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AI is not like Terminator and won’t 
want to destroy everything.

Nor is it going to solve all the world’s 
problems by itself.

It’s important to find a middle ground:
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Anything of real importance 
produced by an AI needs to be 
reviewed.

There may be errors or things it 
makes up.
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We need to take things slowly and get 
information safely.

There is NO need to be afraid







Do you know how to 
detect AI?

Activity



ALL CONTENTS ARE 
GENERATED WITH 
ARTIFICIAL INTELLIGENCE
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● Images tend to reflect aesthetic and occupational stereotypes about Latinos, 
portraying men in manual labor or construction jobs and women in roles related 
to cleaning or the service sector.

● Some experts indicate that AI image generators can perpetuate harmful 
stereotypes, influencing how people perceive their roles and limiting what they 
consider possible in society.
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● On Facebook, there are many images created with artificial intelligence that 
usually show children, artworks, houses, or images of Jesus. A study states 
that the social network recommends this content to users.

● The pages that post them aim to attract users’ attention to increase 
engagement. This helps them generate income by monetizing the content or 
redirecting to websites full of ads or fake products.
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● Elon Musk uses images created with X’s AI (Grok) to label Kamala Harris as a 
communist, put the Brazilian judge who banned his social network behind 
bars, and contribute to disinformation campaigns.

● Experts and studies say that when a public figure like Musk (with 198 million 
followers on X) does this, it has a huge amplifying effect and legitimizes the 
use of AI to promote hate speech.
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● Images and deepfakes of the singer have been circulated showing 
sexual content, carrying weapons, or attacking the Twin Towers.

● The singer is one of the most influential people in the world, and the 
use of her image has an impact, for example, in mobilizing thousands 
of citizens to go vote.
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Analyze the details: pay attention to
the hands, ears, eyes, teeth or hair. 

1

1

2

2

3

3

DETECT AI
IMAGES 

Ask yourself what
the original source
of the image is.

Look for watermarks 

If there is text, check for typos.

What appears in the background of the
image? Backgrounds may be blurred,
textured or have errors.

Eerie feeling or perfection. AI images
often have an unnatural feeling to them
with flawless, plastic like skin. 

If there are disproportionate elements
or exact symmetries that may catch
your attention.

In this picture: 


